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Realization of simple Lie algebras via Hall algebras of tame hereditary algebras

Dedicated to Professor Takeshi Sumioka on the occasion of his 60-th birthday

By Hideto Asashiba

(Received Mar. 17, 2003)

Abstract. We realize simple complex Lie algebras as quotient Lie algebras defined via Hall algebras of tame hereditary algebras.

Let $A$ be a finite-dimensional hereditary algebra over a finite field $k$ with $q$ elements, and consider the free abelian group $H(A)$ with basis the isoclasses of finite $A$-modules. Then by Ringel [13] $H(A)$ turns out to be an associative ring with identity, called the Hall algebra of $A$, with respect to the multiplication whose structure constants are given by the numbers of filtrations of modules with factors isomorphic to modules that are multiplied (see section 1 for details). The free abelian subgroup $L(A)$ of $H(A)$ with basis the isoclasses of finite indecomposable $A$-modules becomes a Lie subalgebra modulo $q - 1$ whose Lie bracket is given by the commutator. It would be interesting to realize all types of simple (complex) Lie algebras using this Lie bracket given by the commutator of the Hall multiplication.

Along this line, Ringel [14] realized the positive part of the simple Lie algebra $g(A)$ for each Dynkin type $A$. Further Peng and Xiao [10] realized the all types of simple Lie algebras by the so-called root categories of finite-dimensional representation-finite hereditary algebras. But the Lie bracket was not completely given by the above type, because the root category $R$ provides only the positive and the negative parts. The Hall multiplication was used to define the Lie bracket only inside $R$, and when the bracket should not be closed in $R$ the definition was changed. In [1] we succeeded to realize general linear algebras and special linear algebras (i.e. the simple Lie algebras of type $A_n$) by this Lie bracket defined on cyclic quiver algebras. In this realization also the Cartan subalgebra was naturally provided together with the positive and the negative parts. The purpose of this paper is to give a way how to realize all types of simple Lie algebras by the Lie bracket given by the Hall multiplication, in particular to give explicit realization of simple Lie algebras of type $D_n$. Here we use Hall algebras of tame hereditary algebras (affine quiver algebras in the simply-laced case), which were well studied by Ringel [15] and Peng and Xiao [11].

1. Preliminaries.

Throughout this note $k$ is a finite field of cardinality $q$. For a $k$-algebra $A$, we denote by mod $A$ the category of finite-dimensional (left) $A$-modules, and by ind $A$ the
full subcategory of mod $A$ consisting of indecomposable modules. For a field extension $E$ of $k$, we set $V^E := V \otimes_k E$ for all $k$-vector spaces $V$. We take an algebraic closure $\overline{k}$ of $k$, and set $\Omega = \Omega_A$ to be the set of all finite field extensions $E$ of $k$ contained in $\overline{k}$ such that $(\text{End}_A S)^E$ is a field for all simple $A$-modules $S$. Then since there are only finitely many isoclasses of simple $A$-modules, $\Omega$ is an infinite set. For an $A$-module $M$, top $M := M/\text{rad } M$, soc $M$ and $l(M)$ denote the top, the socle and the composition length of $M$, respectively. The set of isoclasses of a skeletally small category $\mathcal{C}$ is denoted by $[\mathcal{C}]$, e.g., $[\text{mod } A]$ denotes the set of isoclasses of modules in mod $A$. For each isoclass $a \in [\text{mod } A]$ we choose a module $M(a) \in a$ once for all, and the isoclass containing a module $M$ is denoted by $[M]$. For a set $E$, $|E|$ denotes the cardinality of $E$. For $a \in [\text{mod } A]$, we set $F^a := \{ X \leq M(\gamma) \mid X \cong M(a) \}$, and the cardinality of these are denoted by $F_{a, \beta}$, respectively. The set of positive integers is denoted by $\mathbb{N}$. For a ring $R$, $R^\times$ denotes the set of invertible elements of $R$. By $\delta_{ij}$ we denote the Kronecker’s symbol, i.e., $\delta_{ij} = 1$ if $i = j$, and $\delta_{ij} = 0$ if $i \neq j$. For an abelian group $L$, we set $L^C := L \otimes \mathbb{Z} C$. For a Lie algebra $L$, we set $U(L)$ to be the universal enveloping algebra, and for elements $x_1, \ldots, x_n$ of $L$, we set $[x_1, x_2, x_3, \ldots, x_n] := [[\cdots [[x_1, x_2], x_3], \ldots], x_n]$.

Let $A$ be a finitely generated $k$-algebra. Then as shown in Ringel [13] $A$ is a finitary ring, i.e., $\text{Ext}^1_{A}(X, Y)$ is a finite group for all finite $A$-modules $X, Y$. Recall first that the free abelian group $\mathcal{H}(A)$ with basis $\{ u_x \}_{x \in [\text{mod } A]}$ together with the multiplication defined by

$$u_xu_\beta := \sum_{\gamma \in [\text{mod } A]} F^\gamma_{x, \beta}u_\gamma$$

is called the integral Hall algebra of $A$. By [13] $\mathcal{H}(A)$ is an associative ring with the identity $1 = u_{[0]}$. Now let $\mathcal{L}(A)$ be the free abelian subgroup of $\mathcal{H}(A)$ with basis $\{ u_x \}_{x \in [\text{ind } A]}$. We set $\mathcal{H}(A)(a) := \mathcal{H}(A)/a\mathcal{H}(A)$ and $\mathcal{L}(A)(a) := \mathcal{L}(A)/a\mathcal{L}(A)$ for each integer $a$, and denote elements $x + a\mathcal{L}(A)$ of $\mathcal{L}(A)/a\mathcal{L}(A)$ ($x \in \mathcal{L}(A)$) simply by $x$. Then we have the following by Ringel [16, Proposition 3] (see also Ringel [15, Proposition 1]).

**Lemma 1.1.** The free $\mathbb{Z}/(q-1)\mathbb{Z}$-module $\mathcal{L}(A)_{(q-1)}$ is a Lie subalgebra of $\mathcal{H}(A)_{(q-1)}$ over $\mathbb{Z}/(q-1)\mathbb{Z}$ with the Lie bracket

$$[u_x, u_\beta] = \sum_{\gamma \in [\text{ind } A]} (F^\gamma_{x, \beta} - F^\gamma_{\beta, x})u_\gamma$$

for each $x, \beta \in [\text{ind } A]$.  

We record a construction of the degenerate composition Lie algebra $L(A)_1$ for a finite-dimensional hereditary $k$-algebra $A$ following Peng and Xiao [11], which realizes the positive part of every symmetrizable Kac-Moody algebra.

Let $A$ be a finite-dimensional hereditary $k$-algebra, and $\{S_1, \ldots, S_n\}$ a complete set of representatives of isoclasses of simple $A$-modules. By Lemma 1.1, $L(A^E)_{([E]-1)}$ is a Lie subalgebra of $\mathcal{H}(A^E)_{([E]-1)}$ over $\mathbb{Z}/([E] - 1)\mathbb{Z}$ for each $E \in \Omega$. Consider the direct product of Lie algebras

$$\Pi := \prod_{E \in \Omega} L(A^E)_{([E]-1)}$$

and write $u_{[X]} := (u_{[X^E]})_{E \in \Omega} \in \Pi$ for $A$-modules $X$ such that $X^E$ is indecomposable for all $E \in \Omega$ (e.g. simple modules). (All exceptional modules $X$, i.e., indecomposable modules $X$ with $\text{Ext}_A(X, X) = 0$, satisfy this condition because $\text{End}_A(X) \cong \text{End}_A(S_i)$ for some $i$ by Ringel [18, Corollary 1]. This was used to prove [11, Theorem 4.7], which we use.) Then the Lie subalgebra $L(A)_1$ of $\Pi$ generated by $\{u_{[S_i]} | i = 1, \ldots, n\}$ is called the degenerate composition Lie algebra of $A$.

Recall that a symmetrizable generalized Cartan matrix $C$ is attached to the algebra $A$ as follows: Set first $C_{ii} := 2$ for all $i \in \{1, \ldots, n\}$. Let $i \neq j$ be in $\{1, \ldots, n\}$. Then $\text{Ext}^1_A(S_i, S_j) = 0$ or $\text{Ext}^1_A(S_j, S_i) = 0$. Assume, say, $\text{Ext}^1_A(S_j, S_i) = 0$. Then we set

$$C_{ij} := -\dim_{\text{End} \cdot S_i} \text{Ext}^1_A(S_i, S_j),$$

$$C_{ji} := -\dim_{\text{End} \cdot S_j} \text{Ext}^1_A(S_i, S_j).$$

Then $C$ is a generalized Cartan matrix. Put $d_i := \dim_k \text{End} \cdot S_i$ for all $i$. Then we have $d_iC_{ij} = d_jC_{ji}$ for all $i, j \in \{1, \ldots, n\}$, which shows that $C$ is symmetrizable. Note that conversely any symmetrizable generalized Cartan matrix is obtained in this way using some finite-dimensional hereditary $k$-algebra $A$. Namely, if $A$ is the valued graph expressing a given symmetrizable generalized Cartan matrix $C$, then $A$ is given by the tensor algebra of a species of type $A$ (see Gabriel [3]; or a realization of $A$, see Dlab-Ringel [2] for details).

For a symmetrizable generalized Cartan matrix $C$ we denote by $g(C)$ the complex Kac-Moody algebra of $C$ and by $\mathfrak{n}_+(C)$ (resp. $\mathfrak{n}_-(C)$) the positive (resp. negative) part of $g(C)$. Then by a part of [11, Theorem 4.7] we have the following (see also Ringel [15, Theorems 2 and 3]).

**Theorem 1.2.** Let $A$ be a finite-dimensional hereditary $k$-algebra, $\{S_1, \ldots, S_n\}$ a complete set of representatives of isoclasses of simple $A$-modules, $C$ the symmetrizable generalized Cartan matrix of $A$, and $e_1, \ldots, e_n$ the Chevalley generators of $\mathfrak{n}_+(C)$. Then the correspondence $u_{[S_i]} \otimes 1 \mapsto e_i$ for all $i$ defines an isomorphism $L(A)_1^C \to \mathfrak{n}_+(C)$ of complex Lie algebras.

In particular, the theorem above gives realization of $\mathfrak{n}_+(A)$ via Hall algebras for all the affine graphs $A$. 

---

*Realization of simple Lie algebras*
2. Realization of simple Lie algebras.

**Proposition 2.1.** Let $\Delta$ be a Dynkin graph with $n$ vertices, $\tilde{\Delta}$ the corresponding (nontwisted) affine graph, and $A$ a hereditary $k$-algebra with the generalized Cartan matrix expressed by $\Delta$. Then we have

$$g(\Delta) \cong L(\tilde{\Delta})_{\mathfrak{c}}^{\mathfrak{c}} / \langle u_{\mathfrak{m}(w+e_i)} - r_i u_{\mathfrak{m}(e_i)} | i \in \tilde{\Delta}_0 \rangle$$

for some $r_1, \ldots, r_{n+1} \in Q$.

**Proof.** This follows from Theorem 1.2 and [8, 7.4]. Set $L := C[t, t^{-1}]$ to be the algebra of Laurent polynomials in an indeterminate $t$. Consider the loop algebra $L(g(\Delta)) := L \otimes_C g(\Delta)$. Then as in Kac [8, 7.4] $n_+(\tilde{\Delta})$ is contained in $L(g(\Delta))$. More precisely, $e_i := 1 \otimes E_i$ for $i = 1, \ldots, n$ and $e_{n+1} := t \otimes E_{n+1}$ form the Chevalley generators of $n_+(\tilde{\Delta})$. Let $\psi : L(g(\Delta)) \to g(\Delta)$ be the morphism of Lie algebras given by substitution of $t = 1$. Then the restriction $\psi' : n_+(\tilde{\Delta}) \to g(\Delta)$ is surjective because $\{E_i | i = 1, \ldots, n+1\}$ generates $g(\Delta)$. The composite of $\psi'$ and the isomorphism stated in Theorem 1.2 gives the surjective morphism $\phi$ in the assertion. \[ \Box \]

Keep the notation in the proposition above. Next we compute the kernel of $\phi$. We denote the set of vertices of $\Delta$ (resp. $\tilde{\Delta}$) by $\Delta_0 := \{1, \ldots, n\}$ (resp. $\tilde{\Delta}_0 := \{1, \ldots, n+1\}$). We set $C := (a_{ij})_{1 \leq i, j \leq n}$ to be the Cartan matrix corresponding to $\Delta$. Since $\Delta$ is nothing else than the underlying valued graph of the valued quiver of $A$, dimension vectors of indecomposable $A$-modules are naturally identified with positive roots of $\tilde{\Delta}$. Those of preprojective and preinjective ones are positive real roots, and those of regular ones include all positive imaginary roots. Set $w = (w_i)_{1 \leq i \leq n+1}$ to be the minimal positive imaginary root of $\tilde{\Delta}$, and $e_i$ to be the simple root corresponding to $i$ for each vertex $i = 1, \ldots, n+1$ of $\tilde{\Delta}$. Then $w' := (w_i)_{1 \leq i \leq n}$ is the highest root of $\Delta$ and can be identified with $w - e_{n+1}$. For a positive real root $v$ of $\Delta$, since the isoclass of indecomposable $A$-module with dimension vector $v$ is unique, we denote it by $m(v)$, and set $M(v) := M(m(v))$ for short. We set $l := \sum_{i=1}^n w_i - 1$. Then the following lemma is easily verified.

**Lemma 2.2.** Under the notation above the following hold.

1. For each $i \in \Delta_0$ there exists a sequence $p_i := (p_{i}(1), \ldots, p_{i}(l))$ of vertices in $\Delta_0$ such that
   
   (i) $w' - e_{p_i(1)} - \cdots - e_{p_i(s)}$ is a positive real root of $\Delta$ for each $s = 1, \ldots, l$;
   
   (ii) $w' - e_{p_i(1)} - \cdots - e_{p_i(l)} = e_i$.

2. $w \pm e_i$ are positive real roots of $\tilde{\Delta}$ for all $i$.

We now state our main theorem.

**Theorem 2.3.** Let $\Delta$ be a Dynkin graph with $n$ vertices, $\tilde{\Delta}$ the corresponding (nontwisted) affine graph, and $A$ a hereditary $k$-algebra with the generalized Cartan matrix expressed by $\Delta$. Then we have

$$g(\Delta) \cong L(\tilde{\Delta})_{\mathfrak{c}}^{\mathfrak{c}} / \langle u_{\mathfrak{m}(w+e_i)} - r_i u_{\mathfrak{m}(e_i)} | i \in \tilde{\Delta}_0 \rangle$$

for some $r_1, \ldots, r_{n+1} \in Q$. 

Proof. Let $E_i \in \mathfrak{n}_+(A)$, $F_i \in \mathfrak{n}_-(A)$, $H_i := [E_i, F_i]$ $(i \in \Delta_0)$ be Chevalley generators of $\mathfrak{g}(A)$. Note that $-w' = (-w_i)_{1 \leq i \leq n}$ is the lowest root of $A$. Then as easily seen there exists a sequence $(i_1, \ldots, i_{n+1})$ of vertices in $\Delta_0$ such that $[F_{i_1}, \ldots, F_{i_{n+1}}]$ is a lowest root vector, where $F_i$ appears $w_i$ times for all $i$. Hence we may take $E_{n+1} := \{F_{i_1}, \ldots, F_{i_{n+1}}\}$. Recall that $w_0 = (\cdots (t \cdot w_1) \cdot \cdots = (ai_{2b_i} \cdots a_i) [\eta_i, e_i] - e_i$. 

Realization of simple Lie algebras
On the other hand, since \([\eta_i, e_i]\) and \(u_{m(w+e_i)}\) are nonzero and in the same 1-dimensional root space, we have
\[
[\eta_i, e_i] = d_i u_{m(w+e_i)}
\]
for some \(d_i \in C^\times\). By construction of \(L(A)_1\) we have \(d_i \in Z\). As a consequence,
\[
\rho^{-1}((t - 1)(1 \otimes E_i)) = (a_i d_i/2b_i) u_{m(w+e_i)} - u_{m(e_i)}.
\]
Set \(r_i := 2b_i / a_i d_i \in Q\). Then we have
\[
(2.2) \quad r_i \rho^{-1}((t - 1)(1 \otimes E_i)) = u_{m(w+e_i)} - r_i u_{m(e_i)}.
\]
Then for each \(j \in A_0\) we have
\[
[H_j, E_{n+1}] = [[H_j, F_{i_1}], F_{i_2}, \ldots, F_{i_{n+1}}] + [F_{i_1}, [H_j, F_{i_2}], F_{i_3}, \ldots, F_{i_{n-1}}] + \cdots + [F_{i_{n-1}}, \ldots, F_{i_{2n-3}}, [H_j, F_{i_{2n-2}}]]
\]
\[
= - \left( \sum_{i=1}^{n} a_j w_i \right) E_{n+1}.
\]
Since the Cartan matrix \(C\) is nonsingular, there exists some \(j\) such that
\[
c := - \sum_{i=1}^{n} a_j w_i \neq 0
\]
(at least in the simply-laced case, such a \(j\) is unique, and is called the exceptional index for the maximal root \(w'\) and \(c = -1\) by [12, 1.1(7)]). Then \(0 \neq [H_j, E_{n+1}] = c E_{n+1}\), and
\[
\rho([\eta_j, e_{n+1}]) = [(b_j / a_j)(t \otimes H_j), t \otimes E_{n+1}]
\]
\[
= (b_j / a_j)t^2 \otimes [H_j, E_{n+1}]
\]
\[
= (b_j c / a_j)t^2 \otimes E_{n+1}.
\]
Therefore \(\rho((a_j/b_j c)[\eta_j, e_{n+1}] - e_{n+1}) = (t - 1)t \otimes E_{n+1}\), thus
\[
\rho^{-1}((t - 1)t \otimes E_{n+1}) = (a_j/b_j c)[\eta_j, e_{n+1}] - e_{n+1}.
\]
Here since \([\eta_j, e_{n+1}]\) and \(u_{m(w+e_{n+1})}\) are nonzero and in the same 1-dimensional root space, we have
\[
[\eta_j, e_{n+1}] = d u_{m(w+e_{n+1})}
\]
for some \(d \in C^\times\). By construction of \(L(A)_1\), we have \(d \in Z\). Set \(r_{n+1} := b_j c / a_j d \in Q\). Then we obtain
\[
(2.3) \quad r_{n+1} \rho^{-1}((t - 1)t \otimes E_{n+1}) = u_{m(w+e_{n+1})} - r_{n+1} u_{m(e_{n+1})}.
\]
By (2.1), (2.2) and (2.3) the assertion follows.

**Remark 2.4.** We summarize how to compute the numbers \(r_i\). First take Chevalley generators \(E_i \in n_+(A)\), \(F_i \in n_-(A)\), \(H_i := [E_i, F_i] \ (i \in A_0)\) of \(g(A)\).
(a) Set \( E_{n+1} := [F_1, \ldots, F_{l+1}] \), where \((i_1, \ldots, i_{l+1})\) is a sequence of vertices in \( \Delta_0 \) such that \([F_1, \ldots, F_{l+1}]\) is a lowest root vector, and \( F_i \) appears \( w_i \) times for all \( i \in \Delta_0 \).

(b) For each \( i \in \Delta_0 \) take a sequence \( p_i := (p_i(1), \ldots, p_i(l)) \) of vertices in \( \Delta_0 \) such that

(i) \( w' - e_{p_i(1)} - \cdots - e_{p_i(s)} \) is a positive real root of \( A \) for each \( s = 1, \ldots, l \); and

(ii) \( w' - e_{p_i(1)} - \cdots - e_{p_i(l)} = e_l \).

(c) For each \( i \in \Delta_0 \) compute \( a_i, b_i \in \mathbb{Z}^\times \) satisfying the equalities

\[ [e_{a_i+1}, e_{p_i(1)}, \ldots, e_{p_i(l)}] = a_i \zeta_i \]

and

\[ [E_{a_i+1}, E_{p_i(1)}, \ldots, E_{p_i(l)}] = b_i F_i \].

We set \( c_i := a_i / b_i \) for all \( i \).

(d) For each \( i \in \Delta_0 \) compute \( \eta_i := [e_i, \zeta_i] \) and the number \( d_i \in \mathbb{Z}^\times \) satisfying the equality

\[ [\eta_i, e_i] = d_i \mu_{m(w+e_i)}. \]

(e) Take an \( i_0 \in \Delta_0 \) and compute \( c := -\sum_{i=1}^{n} a_{i_0} w_i \neq 0 \).

(f) Compute a \( d \in \mathbb{Z}^\times \) such that \([\eta_{i_0}, e_{a+1}] = du_{m(w+e_{a+1})}\).

(g) Using the data above set \( r_i := 2 / c_i d_i \) for all \( i \in \Delta_0 \) and \( r_{n+1} := c / c_{i_0} d \).

**Remark 2.5.** The elements \( \bar{a}_{m(e)}, c_i \bar{a}_{m(w-e_i)}, c_i \bar{\eta}_i \) \((i = 1, \ldots, n)\) form Chevalley generators of \( L(A)_{1}^{C}/I \), where \( I = \langle \mu_{m(w-e_i)} - r_i \mu_{m(e_i)} \mid i \in \tilde{\Delta}_0 \rangle \) and \( x := x + I \) for all \( x \in L(A)_{1}^{C} \).

**Remark 2.6.** Note that the set \( \{ \bar{a}_{m(e)}, \bar{a}_{m(w-e_i)}, \bar{\eta}_i \mid \text{\( v \) is a positive root of \( A \) and \( i \in \Delta_0 \)\} \) forms a basis of \( L(A)_{1}^{C}/I \).

### 3. Type \( \tilde{A}_n \)

In this section we compute the numbers \( r_i \) in Theorem 2.3 for simple complex Lie algebras of type \( \tilde{A}_n \). Simple complex Lie algebras of type \( \tilde{A}_n \) are already realized in [1, Corollary 2.2] by cyclic quiver algebras. Here we give alternative realization using a different orientation of the graph of type \( \tilde{A}_n \). Since the proof of the theorem for type \( A_n \) (Theorem 3.3) proceeds in the same way as in the case of \( D_n \) (Theorem 4.3), for which we present the proof in detail, we leave the proof to the reader.

#### 3.1. Orientation of type \( \tilde{A}_n \)

Let \( n \in \mathbb{N} \). Here we take the following quiver \( Q \) of type \( \tilde{A}_n \):

\[
\begin{array}{ccccccc}
1 & \rightarrow & 2 & \rightarrow & \cdots & \rightarrow & n-1 & \rightarrow & n \\
\downarrow_{2_{a+1}} & & \downarrow_{2_{a}} & & \downarrow_{2_{a-2}} & & \downarrow_{2_{a-1}} \\
0+1 & & & & & & & \\
\end{array}
\]

We set \( Q_0 \) to be the set \( \{1, \ldots, n+1\} \) of vertices of \( Q \). Let \( A \) be the path \( k \)-algebra of the quiver \( Q \).
3.2. Lists of indecomposables for $\tilde{A}_n$.

First we give a list (= complete set of representatives of isoclasses) of indecomposable modules with dimension vectors $w$ and $w \pm e_i$ for all $i \in Q_0$, which are necessary to compute the numbers $r_i$. Here the minimal positive imaginary root $w = (w_i)_{i \in Q_0}$ is given by $w_i = 1$ for all $i \in Q_0$. These lists are obtained, for instance, by noting that $A$ is a special biserial algebra. In the following lists each indecomposable module $V$ with dimension vector $v = (v_i)_{i \in Q_0}$ is given by vector spaces $V(i) = k^v$ for all $i \in Q_0$ and by linear maps $V(x_i)$, each of which is expressed by the matrix with respect to the standard bases of the spaces $V(i)$, and $V$ is denoted by the sequence $(V(x_1), V(x_2), \ldots, V(x_{n+1}))$ of matrices.

List of $M(w - e_i)$ for $i \in Q_0$:

\[ M(w - e_1) = (0, 1, 1, \ldots, 1, 0) \]
\[ M(w - e_i) = (1, 1, \ldots, 1, 0, 0, 1, 1, \ldots, 1) \quad \text{for} \quad 2 \leq i \leq n - 1 \]
\[ M(w - e_n) = (1, 1, \ldots, 1, 0, 0, 0, 1) \]
\[ M(w - e_{n+1}) = (1, 1, \ldots, 1, 0, 0) \]

List of indecomposable $A$-modules with dimension vector $w$:

\[ X_{ab} = (1, 1, \ldots, 1, b, a) \quad \text{for} \quad (a : b) \in P_k^1 \]
\[ Y_i = (1, 1, \ldots, 1, 1, 1, \ldots, 1) \quad \text{for} \quad 1 \leq i \leq n - 1. \]

List of $M(w + e_i)$ for $i \in Q_0$:

\[ M(w + e_1) = (1, 1, \ldots, 1, 0, 1, 1, \ldots, 1) \quad \text{for} \quad 1 \leq i \leq n \]
\[ M(w + e_{n+1}) = (1, 1, \ldots, 1, (0, 1), (1, 0)). \]

In the lists above, if we replace the field $k$ by an element $E \in \Omega$ we obtain indecomposable $A^E$-modules, which will be denoted by $X(E)$ for modules $X$ in the lists to stress this replacement. Note that $X(E) \cong X(k)^E$ unless $X$ is of the form $X_{ab}$ with $(a : b) \in P_k^1 \setminus P_k^1$.

**Theorem 3.3.** Let $n \in \mathbb{N}$ and $A$ be the path $k$-algebra of the quiver $Q$ in 3.1 of type $\tilde{A}_n$. Then we have

\[ g(A_n) \cong L(A)_E^F / \langle u_{m(w + e_i)} - (-1)^n u_{m(e_i)} \mid i \in Q_0 \rangle. \]

Namely, the numbers $r_i$ in Theorem 2.3 are given by $r_i = (-1)^n$ for all $i = 1, \ldots, n + 1$. The numbers $a_1, b_1, c_1, d_1, c$ and $d$ that are necessary to compute $r_i$ are given as follows.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_i$</th>
<th>$b_i$</th>
<th>$c_i$</th>
<th>$d_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(-1)^n$</td>
<td>1</td>
<td>$(-1)^n$</td>
<td>2</td>
</tr>
<tr>
<td>2, \ldots, n - 1</td>
<td>$(-1)^{n-1-i}$</td>
<td>$(-1)^{i-1}$</td>
<td>$(-1)^n$</td>
<td>2</td>
</tr>
<tr>
<td>$n$</td>
<td>1</td>
<td>$(-1)^{n-1}$</td>
<td>$(-1)^{n-1}$</td>
<td>$-2$</td>
</tr>
</tbody>
</table>