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1 Summary

Longitudinal studies of patients infected with HIV-1 reveal a long and variable length of asymptomatic phase between infection and development of AIDS. Some HIV infected patients are still asymptomatic after fifteen or more years of infection but some patients develop AIDS within two years. The mechanistic basis of the disease progression has remained obscure but many researchers have been trying to explain it. For example, the possible importance of viral diversity for the disease progression and the development of AIDS has been very well worked out in the early 1990s, especially by some important works of Martin A. Nowak. These studies can give an elegant explanation for a variability of asymptomatic phase. Here, a simple mathematical model was used to propose a new explanation for a variable length of asymptomatic phase. The main idea is that the immune impairment rate increases over the HIV infection. Our model suggested the existence of so-called “Risky threshold” and “Immunodeficiency threshold” on the impairment rate. The former implies that immune system may collapse when the impairment rate of HIV exceeds the threshold value. The latter implies that immune system always collapses when the impairment rate exceeds the value. We found that the length of asymptomatic phase is determined stochastically between these threshold values depending on the virological and immunological states. Furthermore, we investigated a distribution of the length of asymptomatic phase and a survival rate of the immune responses in one HIV patient.
2 Introduction

The infection with HIV-1 is characterized by various patterns of the disease progression among the patients [18, 49]. Longitudinal studies of the patients reveal a long and variable length of latency (asymptomatic) phase between infection and development of AIDS [3, 13, 28, 45]. Some HIV infected patients are still asymptomatic after fifteen or more years of infection but some patients develop AIDS within two years [4, 27] (the similar disease progression patterns are also observed in SIV/SHIV infected individuals [2, 21]). Although the mechanistic basis of the disease progression has remained obscure, several factors such as viral reproductive abilities and immune proliferative abilities are considered as a cause of the diverse disease progression [1, 10, 11, 14, 15, 19, 29, 47].

Above all, the possible importance of viral diversity for the disease progression and the development of AIDS have been very well worked out in the early 1990s, especially by some important works of Martin A. Nowak [29, 30, 31, 32, 33]. These very interesting studies revealed the potential existence of viral diversity threshold which states that the viral load explodes when the diversity of virus strains exceeds this threshold number. Although the diversity threshold theory can give an elegant explanation for variability of asymptomatic phase, there are several unverificational and skeptical points over HIV/SIV/SHIV disease progression (for example, the difficulty of detection of the number of quasispecies, the disease progression without increasing the viral diversity, and the limitation of viral diversity are included), and therefore it might be difficult to validate this theory by experiments.

Here we construct a simple mathematical model describing the interactions between HIV and immune cells and propose a new explanation for the variable length of asymptomatic phase in HIV infection. The main idea is that immune impairment effect increases over the HIV infection. This idea is naturally justified by progressive decrease of dendritic cell (DC) number and function, which are crucial in generation and regulation of adaptive immunity such as cytotoxic T lymphocytes (CTLs), during the course of HIV infection [8, 9, 23, 42, 43, 48].

Our model suggests the existence of two thresholds: one is “Risky threshold” which states that immune system may collapse when the impairment rate of HIV exceeds the threshold value (a risk of immunodeficiency) and the other is “Immunodeficiency threshold” which states that immune system always collapses when the impairment rate exceeds the value (a fatality of immunodeficiency). We found that the length of asymptomatic phase is determined stochastically between these threshold values depending on the virological and immunological states. Furthermore, we
investigated a distribution of the length of asymptomatic phase and a survival rate of the immune responses in one HIV patient.

3 Methods

After encountering HIV in the peripheral blood, DCs mature and travel to lymphoid organs [8, 18]. The matured DCs present HIV on MHC class II to prime CD4+ T cells to become activated CD4+ T cells which can secrete helper signals (e.g. IL-2) [14, 18]. Furthermore, the DCs cross-present HIV on MHC class I to prime CD8+ T cells. By receiving antigen signal from the DCs and helper signal from activated CD4+ T cells, CD8+ T cells expand and differentiate into CTLs to kill HIV infected cells [18, 26, 41, 49]. Here we use a simple mathematical model describing the interactions between HIV and immune cells and explain about our modeling approach, basic assumptions, and scenario in detail.

3.1 Dynamics of HIV replication and CTL inducement

As described in [5, 44], we only consider activated CD4+ T cells (x) as target cells for HIV. This is because other cell populations bearing CD4 molecule such as naive CD4+ T cells, resting CD4+ T cells and macrophages are less commonly infected by HIV compared with activated CD4+ T cells [5, 14, 44]. We assume that activated CD4+ T cells are produced at a rate of λ cells day$^{-1}$, decay at a rate d day$^{-1}$ [5, 44], and can become infected at a rate proportional to the number of infected CD4+ T cells (y) with transmission rate constant β day$^{-1}$cell$^{-1}$ [17, 47]. The infected CD4+ T cells are assumed to decay at a rate a day$^{-1}$.

In order to suppress HIV replication, our immune system induces CTL responses through the interactions with DCs. Here we consider that CTL responses (z) include both CTL effector and memory (CTL naives are assumed to be described by initial value of $z$). The CTL responses eliminate infected CD4+ T cells at a rate proportional to the number of CTLs with killing rate constant p day$^{-1}$cell$^{-1}$ and decay at a rate b day$^{-1}$ [17, 47]. We simply assume that proliferation of CTLs (i.e., expansion and differentiation) requires both antigen and helper signal [18, 26, 41, 49] and its rate is c day$^{-1}$cell$^{-2}$. This implies that, in the absence of any immune impairment effects, the proliferation is described by $cxyz$ [1, 36, 47]. However, in the presence of immune impairment effects caused by HIV infection, CTL proliferation is reduced (we give a detailed explanation in later). Therefore, we model immune impairment effects as $cxyz/(1+\varepsilon y)$. Here we mention that the impairment effect depends on
the number of infected CD4\(^{+}\) T cells and \(\varepsilon\) represents immune impairment rate.

### 3.2 Mathematical model

We extend the standard virus-immune model [29] including the effect of immune impairment caused by HIV infection. Our mathematical model is given by the following equations:

\[
\begin{align*}
    x' &= \lambda - dx - \beta xy, \\
    y' &= \beta xy - ay - pyz, \\
    z' &= \frac{cxyz}{1 + \varepsilon y} - bz.
\end{align*}
\]

Because free virus populations decay at much faster rates than the other T cells, we can assume that the virus population is in a quasi steady state [46], and the dynamics of free virus is neglected in model (1) [17, 47].

### 3.3 Immune impairment effect over HIV infection

Several DC populations are targets for HIV [14, 22, 48] and, as a consequence, the ability of DCs (e.g. antigen presentation) to stimulate T cell proliferation is impaired because of depletion and dysfunction of DC (e.g. downregulation of CD80/86 and MHC II expression) [8, 9, 20, 22, 23, 35]. The evidence comes from observations that DCs express CD4 and chemokine receptors and are susceptible to HIV infection in vitro [35, 48]. Actually, progressive depletion of DC and its functional defects, which would in turn impair generation of CTLs, in patients with HIV-1 infection are observed [8, 9, 23] and the reduction of DC number and function is particularly marked in patients with AIDS compared with asymptomatic subjects [23, 35]. Therefore, the progressive change of DC might contribute to the immunodeficiency associated with HIV-1 disease [8, 9, 20, 22, 23, 35, 48]. In order to understand how the progressive depletion and functional defect of DCs affect disease symptoms, we simply assume that the immune impairment rate (\(\varepsilon\)) gradually increases and therefore CTL proliferation decreases over the HIV infection.

### 3.4 Pathological scenario

Usually, after infection of HIV, the virus establishes the acute infection [29]. This implies that basic reproduction number of the virus, \(R_0 = \lambda \beta/ad\), is greater than 1. Furthermore, at the end of the acute infection, CTL responses are induced and the infected cells are regulated by them at a virological set point [18, 26]. That is,
most of patients progress to asymptomatic phase which follows the acute phase and remain at this phase for a long time, which represents a typical disease progression of HIV infection.

Actually, if the viral infectivity (i.e., infection rate of HIV: $\beta$) is remarkably large, in the sense that $\lambda c/b < \beta$, our immune system do not establish CTL responses in spite of very high viral load. Because too much CD4$^+$ T cells are destroyed during the acute infection, infected individuals immediately develop immunodeficiency without the asymptomatic phase, which represents a rapid disease progression observed in experimental SIV/SHIV infection [2, 21].

On the other hand, if the cytopathogenicity is not small, in the sense that $\lambda \beta/d - \beta \sqrt{\lambda cb\beta/cd} < a$, CTL responses are hardly or not observed because of lack of antigen signals. These phenomena are considered as CTL non-responsiveness which is different from immunodeficiency of HIV infection [47] (AIDS is characterized by high virus load of HIV and CD4$^+$ T cell depletion [18]). The CTL non-responsiveness might be observed in a viral infection with a high degree of cytopathogenicity but can not be applied to HIV infection.

Therefore, because we focus on the typical HIV disease progression in this paper, we assume that

$$1 < R_0, \quad \beta < \frac{\lambda c}{b}, \quad 0 < a < \frac{\lambda \beta}{d} - \frac{\beta \sqrt{\lambda cb\beta}}{cd}.$$ 

The detailed mathematical explanation for the derivation of the above thresholds is given in [16].

4 Results

We investigate how loss of DC number and function (i.e., increase of immune impairment rate) correlates with the development of immunodeficiency and discuss with a distribution of the length of asymptomatic phase.

4.1 Risky and immunodeficiency thresholds

We demonstrate the existence of immune impairment thresholds which can determine patients’ symptoms.

Because we assumed a relatively small infection rate ($\beta$) and cytopathogenicity of HIV ($a$), sustained CTL responses are established and therefore the viral replication is suppressed at a low level in “controlled state” $E^+_c = (x^+_c, y^+_c, z^+_c)$ after the acute infection. Actually our model has another possible interior equilibrium
\[ E^c_\varepsilon^- = (x^-_c, y^-_c, z^-_c) \] but \( E^c_\varepsilon^- \) is not biologically appropriate because the equilibrium is always unstable even if it exists [16].

However, as immune impairment rate increases, the CTL responses gradually become weak and the infected individuals eventually develop immunodeficiency (i.e., AIDS) because of depletion of \( CD4^+ \) T cells (Fig.1). This progressive immune decline corresponds to the typical disease progression of HIV infection [18]. Over the disease progression, we have the following two immune impairment thresholds which can characterize the development of AIDS:

\[
\bar{\varepsilon} = \frac{ac}{b\beta} + \frac{a\beta}{ad - \lambda\beta}, \quad \varepsilon_- = \left( \sqrt{\frac{b\beta}{\lambda c}} - \sqrt{\frac{\lambda c}{b}} \right)^2.
\]

Until the impairment rate exceeds \( \bar{\varepsilon} \), CTLs control the virus load at very low level, but if the impairment rate exceeds this threshold value, the patient has a risk of development of AIDS (Fig.1). This is because, in this case, “immunodeficiency state” \( E_u = (x_u, y_u, 0) \) is stable, in which a complete breakdown of our immune system occurs (i.e., \( z \) converges to 0), and both the controlled and immunodeficiency states can be stable simultaneously. Here we call \( \bar{\varepsilon} \) “Risky threshold”.

Furthermore, once the impairment rate exceeds \( \varepsilon_- \), our immune system completely collapses, CTL responses become inactivated and the patient always develops AIDS (Fig.1). This is because the controlled equilibrium is degenerated but the immunodeficiency equilibrium remains stable. We call \( \varepsilon_- \) “Immunodeficiency threshold”.

### 4.2 Development of AIDS

The development of AIDS in the patient might be affected by stochastic perturbations caused by virological and immunological events, such as mutational changes of viral epitopes and their specific immune responses [25, 26, 29], a switch of coreceptor from CCR5 to CXCR4 [18, 37], and an emergence of drug resistance [38]. Here we investigate an impact of the stochastic perturbations on a deterioration of the disease (Fig.2).

Usually, virus load of HIV equilibrates and remains at a virological set point just after the acute infection [18, 26]. Even if the immune impairment rate increases, the viral replication is well controlled by CTL responses at the controlled state until the rate exceeds the risky threshold (i.e., \( 0 < \varepsilon < \bar{\varepsilon} \)). This is because only \( E^c_\varepsilon^+ \) is stable, and therefore the immune suppression is robust for any stochastic perturbation (Fig.2).
However, when the impairment rate exceeds the risky threshold (i.e., $\bar{\varepsilon} < \varepsilon$), the stochastic perturbations lead to the development of immunodeficiency (Fig.2) because of the bistability of controlled state and immunodeficiency state. Furthermore, to investigate a progressive risk of immunodeficiency, we plot a basin of attraction (i.e., absorbing region) of $E_u$ as red region which is called “Risky zone” in Fig.3 (if their virological and immunological states are located on the risky zone, an HIV patient eventually develops immunodeficiency). Because the risky zone gradually expands during the impairment rate increases (simulations are not shown) until the immunodeficiency threshold ($\varepsilon < \varepsilon _-$), the patient becomes sensitive to these stochastic perturbations (i.e., the risk of the development of immunodeficiency is progressively increased).

In addition, once the impairment rate exceeds the immunodeficiency threshold ($\varepsilon _- < \varepsilon$), the risky zone expands into total space (simulations are not shown) and the patient always develops AIDS because the immunodeficiency state $E_u$ becomes unique stable steady state.

Thus, the development of AIDS (i.e., the length of asymptomatic phase) is determined stochastically between these threshold values depending on the virological and immunological states (Fig.2).

### 4.3 Distribution of length of asymptomatic phase

It is a well-known empirical fact that incubation times of most diseases obey a lognormal distribution that is often referred to as ‘Sartwel’s model’ [19, 40]. For example, the waiting times between HIV infection and the development of AIDS is considered as a lognormal distribution. We mention that these results are based on cross-sectionally epidemiological studies of the HIV patients from around the world [3, 13, 45]. Actually, it is poorly understood how the incubation times (i.e., the possibility of the development of AIDS) are distributed in one HIV patient. Here we study the distribution of the length of asymptomatic phase (i.e., a probability density function of development of AIDS) based on within host dynamics (1) in one HIV patient which shows the typical disease progression.

We calculate 1000 trials of time-course of the disease progression in the context of stochastic perturbations and investigate frequency of the development of immunodeficiency at each immune impairment rate in Fig.4. The histogram in Fig.4 represents a distribution of the length of asymptomatic phase (the median values $\varepsilon = 986.61$). Here we simply assume that the length of asymptomatic phase is represented by the immune impairment rate at which CTL responses vanish. The blue curve drawn by solid line in Fig.4 represents a survival rate of the immune responses (i.e., the
probability that an HIV patient has not yet developed AIDS at each impairment rate). The two dashed-curves represent a 95 % confidence interval of the survival rate.

Because the patient does not develop AIDS until the impairment rate exceeds the risky threshold, the distribution (or the median value) leans to the range of large impairment rate and the survival curve is flat in the range of small impairment rate. However, because the patient has a (stochastic) risk of development of AIDS once the rate exceeds the risky threshold and the risk is progressively increased until the immunodeficiency threshold, the distribution tends to have a center peak and the survival curve begins to decay gradually. Furthermore, because the patient always develops AIDS after the impairment rate exceeds the second threshold, the shape of the distribution is characterized by a short right tail and the survival rate vanishes.

Thus, we obtain the relatively wide shape of the distribution of the length of asymptomatic phase between the risky thresholds and immunodeficiency thresholds and a gradually decreasing function of the survival rate of the immune responses. These results predict the existence of long and variable asymptomatic phase between infection and development of AIDS.

5 Discussion

The origin of various disease progression in HIV infection is largely unresolved but many researchers have been trying to explain it. An important factor in understanding the unusual incubation period distribution in the development of AIDS is the dynamics of the long-lasting struggle between HIV and our immune system [19]. Until now, several approaches have been proposed to explain the long-term fight in HIV infection [1, 10, 11, 14, 15, 19, 29, 47]. For example, in very early models of HIV infection worked by Martin A. Nowak, increasing of HIV variants’ diversity, which leads to an explosion in the virus load, explained the collapse of immune system after a long incubation period. They claimed the possible importance of viral diversity for the disease progression and the development of AIDS [29, 30, 31, 32, 33].

Here we discussed about an immune impairment effect caused by the depletion and dysfunction of DC on HIV disease progression. Because the progressive decrease of DC number and function during the course of HIV-1 infection is observed [8, 9, 23], we simply assumed that the immune impairment rate ($\varepsilon$) increases over the HIV infection instead of directly considering a population dynamics of DCs. In the typical disease progression which is characterized by relatively small infection rate ($\beta$) and cytopathogenicity of HIV ($a$), we demonstrated that increasing of
immune impairment rate eventually leads to the development of immunodeficiency and proposed the possibility of the existence of the risky threshold ($\bar{\varepsilon}$) and the immunodeficiency threshold ($\varepsilon_-$) over the disease progression (Fig.1 and 2). Our theoretical framework can explain the disease progression as many experimenters hypothesized that the progressive alteration of the immune system (the depletion and dysfunction of DCs are central to many of these hypotheses) might be caused by the development of AIDS [8, 9, 20, 22, 23, 35, 42, 48].

Using our within host dynamics model (1), we also investigated a distribution of the length of asymptomatic phase for a typical disease progressor in Fig.4. From cross-sectionally epidemiological studies of the HIV patients from around the world, it is said that the distribution among the patients is considered as a lognormal distribution [3, 13, 45] (e.g. a cellular automaton model with a sequence space framework reported that the incubation time is a lognormal-like distribution [19]). However, our predictable distribution based on the within host dynamics in one HIV patient is different from the well-known distribution obtained by the cross-sectional studies (actually, it is difficult to reveal the distribution in one HIV patient from epidemiological data). The shape of the distribution is characterized by the center peak and the short right tail. Furthermore, the right tail of the distribution might be characterized by a small peak at the end, if stochastically long-term-survival trials exist (simulations are not shown), because the patient always develops AIDS above the immunodeficiency threshold. Thus, our theoretical framework leads to an epidemiologically-falsifiable (or -difficult) predictions which merit further experimental investigations in SIV/SHIV infection.

In summary, we found that increasing of the immune impairment rate caused by the progressive decrease of DC number and function plays an important role in HIV infection. This implies that recovering DC function and increasing DC number are effective in inducing immune response and delaying the disease progression (actually, several studies of DC immunotherapy found transient decrease of the virus load by activating T cell responses against HIV-1 [6, 12, 39]) because the modulation of DC leads to decrease of the immune impairment rate. Furthermore, if the impairment rate can be quantified by time-course data of DCs [8, 9, 23], our theory might enable to predict a real-time risk of the development of AIDS for each patients.
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Figure 1: Typical disease progression in HIV infection: the black and red solid lines, respectively, represent each cell number at the controlled and immunodeficiency state over HIV infection (the black dashed lines represent each cell number at $E_c^-$). Because the immune impairment rate is small at the beginning of the infection, the sustained CTLs suppress HIV replication. However, the CTL responses gradually decrease and the infected individuals become to have a risk of development of AIDS, if the impairment rate exceeds the risky threshold (i.e., $\bar{\epsilon} < \epsilon$), and they always develop AIDS, if the rate exceeds the immunodeficiency threshold (i.e., $\epsilon^- < \epsilon$). Here we choose our baseline parameter values as follows: $\lambda = 0.1089$, $d = 0.01089$, $\beta = 0.2027$, $a = 0.366$, $p = 0.016$, $c = 2.13$, and $b = 0.0125$. These values are based on previously estimated parameter values in [7, 24, 34, 44]. Because we are interested in change of immune impairment effect and their threshold phenomena, we set $\epsilon$ a free parameter. The detailed explanation of the estimate of our baseline parameter values is given in [16].
Figure 2: Development of AIDS caused by stochastic perturbations: we calculate time-course of the disease progression in the context of stochastic perturbations. The stochastic perturbations can occur in the CTL proliferation $cx/yz/(1 + \varepsilon y + \xi)$, where $\xi$ is a noise measured by a lognormal distribution. We assume that, because of progressive depletion and dysfunction of DC, the immune impairment accumulates with a very low rate during disease progression, $\varepsilon(t) = 0.25t$, where 0.25 is the rate of average impairment per day. The most severe patient (red line) develops AIDS after the impairment rate exceeds around 700. However, the most mild patient (green line) do not develop AIDS until the rate exceeds around 1000. The development of AIDS is determined stochastically between these threshold values depending on the virological and immunological states. Therefore, we can explain the variable length of asymptomatic phase in HIV infection. Here we use the same parameter values in Fig.1. The risky and immunodeficiency thresholds, respectively, are estimated to $\bar{\varepsilon} = 303.63$ and $\varepsilon_- = 1366.45$. 
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Figure 3: Risky zone of immunodeficiency: we plot a basin of attraction of $E_u$ as red region and call it “Risky zone”. Until the immune impairment rate ($\varepsilon$) exceeds the risky threshold ($\bar{\varepsilon}$), only $E_c^+$ is stable. On the other hand, when the impairment rate exceeds the risky threshold, $E_c^-$ is generated into $\mathbb{R}^3$ via a transcritical bifurcation with $E_u$ and the risky zone emerges (i.e, both $E_c^+$ and $E_u$ become stable simultaneously). The stable manifold of $E_c^-$ forms boundary surface of the risky zone. And also, the risky zone expands during the impairment rate increases until the immunodeficiency threshold ($\varepsilon_-$). However, once the impairment rate exceeds the immunodeficiency threshold, $E_c^\pm$ are degenerated via a saddle-node bifurcation and full space becomes the risky zone (i.e, only $E_u$ is stable). Here we use the same parameter values in Fig.1 and set $\varepsilon = 450$. 
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Figure 4: Distribution of length of asymptomatic phase: we calculate 1000 trials of time-course of the disease progression in the context of stochastic perturbations (we use the same method in Fig.2) and investigate frequency of the development of immunodeficiency at each immune impairment rate. The left histogram represents a distribution of the length of asymptomatic phase (here we simply consider that the length of asymptomatic phase is represented by the immune impairment rate at which CTL responses vanish). We assume that the categories of the histogram are 60 and the scale of the histogram is 1 (i.e., each category represents a probability density). The right function drawn by solid blue line represents a survival rate of the immune responses (i.e., the probability that an HIV patient has not yet developed AIDS at each impairment rate). The two dashed-lines represent a 95% confidence interval of the survival rate. Estimation for the distribution of the survival rate is computed with GNU R package for survival analysis. These results imply the existence of long and variable asymptomatic phase between infection and development of AIDS. Here we use the same parameter values in Fig.1. The risky and immunodeficiency thresholds, respectively, are estimated to $\bar{\varepsilon} = 303.63$ and $\varepsilon_- = 1366.45$. 