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Abstract

In this paper, we propose a dynamic coded cooperation using multiple turbo codes in wireless relay
networks where both relay and destination are equipped with a sensing device and the relay is assumed
to determine autonomously if it should cooperate or not. We first elucidate the fact that the puncturing
patterns of the multiple turbo codes determine the achievable diversity order by deriving their pairwise
error probabilities (PEP). This is followed by a derivation of a simple power detector at the destination
that can estimate a precise duration of cooperation phase upon decoding information. Furthermore, we
investigate the impact of process delay due to cognitive processing at the relay, which results in the loss
of diversity gain, and propose a simple null padding as its countermeasure. Computer simulations show
that our proposed approach is able to achieve a full diversity and the frame error rate (FER) performance
superior to that of conventional cooperative communications that make use of turbo coding structure
even in practical scenarios.
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I. INTRODUCTION

Recently, cognitive radio has gained much attention as a new paradigm of wireless commu-
nications, which promises an enhanced utilization of the limited spectrum resource. Cognitive radio
technology enables one to autonomously recognize underutilized frequency bands called white
spaces. The terminals with this advanced technology (secondary users) thus can dynamically
communicate each other without interfering with licensed radio services (primary users) [1–3].
In order to exploit the limited transmission opportunity, it is essential for the cognitive radio network to increase its bandwidth efficiency [4].

Unfortunately, in typical wireless channels, a multipath fading significantly reduces instantaneous communication capacity for a given average transmission power and hinders the efficient use of available limited white spaces. Results on pioneering works of space time coding (STC) have shown that the use of antenna arrays at the transmitter and receiver can significantly mitigate channel impairments even in flat fading channels [5,6]. However, for many applications with mobile devices, deployment of multiple antennas at each terminal is too costly to implement due to severe constraints on both size and power consumption of analog devices. To overcome this issue, cooperative (or collaborative) diversity approaches have been proposed [7–11], which demonstrate a potential to achieve a diversity gain or enhance the capacity of wireless systems without deploying multiple antennas at the transmitter. In most of early work on decode and forward (DF) protocols, the source and relay use an identical channel code. Also, it has been shown that the performance of DF protocol can be improved by using a different channel code at the relay, which is referred to as coded cooperation in the literature. In [9,11], the application of turbo codes to coded cooperation has been investigated and it was demonstrated that the performance can be improved by judiciously deploying channel code at the relay. These approaches, however, require two communication channels or larger bandwidth (i.e., source to destination and relay to destination) to meet a half-duplex constraint of communicating terminals. This constraint reduces an overall bandwidth efficiency of wireless networks.

To mitigate this inherent loss of bandwidth efficiency, dynamic decode-and-forward (DDF) has been recently proposed in the literature [12–14]. In this protocol, if the receivers (i.e., relay and destination) have a knowledge of network configuration, the relay can dynamically superimpose cooperating signals on the original signal from the source using the same channel. As a result, the destination can achieve the diversity gain without extra channel resources. Although the existence of such bandwidth efficient cooperative code has been proved from an information theoretical viewpoint [12–14], a practical approach for constructing such codes has not been proposed. In [15], an implementation of DDF based on rateless codes, also known as Fountain codes [16], has been proposed. Further results on this issue can be found in the recent work [17].
Fig. 1. Cooperative (collaborative) communications model.

Finally, another implementation of DDF based on lattice and permutation codes, derived from universally decodable matrices, has been studied in [18]. These conventional works, however, have considered neither the practical feasibility of DDF techniques nor the effect of process delay at the relay terminal due to decoding.

In this paper, we propose a simple and feasible DDF cooperative protocol using multiple turbo codes in wireless relay networks, which is referred to as a *dynamic coded cooperation* throughout the paper. It is worth noting that dynamic coded cooperation inherently relies on a framework of cognitive radio technology since it can be implemented only if the relay is equipped with a sensing device recognizing the source’s transmission and the destination can autonomously recognize whether the relay is cooperating or not [19]. The main contributions of the paper are summarized as follows:

- The design criterion of rate compatible turbo codes that is suitable for the DDF protocol proposed in [12] is investigated based on pairwise error probability (PEP) analysis.
- The design of a simple power detector for the dynamic coded cooperation is studied and its performance is theoretically analyzed.
- We extend the model of [12] to investigate the effect of process delay at the relay and show that this process delay degrades the diversity gain at the destination. Also, the simple null padding is proposed as its countermeasure.

Following the framework of [12], we focus on the DDF protocol for the half-duplex, single-
relay, and single-antenna case as shown in Fig. 1. In this case, the diversity gain cannot be achieved at the relay since the frame is disturbed by only one channel coefficient if flat fading channels are assumed. Thus, the coding gain dominates the decoding error performance at the relay. On the other hand, at the destination, the diversity gain dominates the overall performance rather than the coding gain. Based on this observation, we derive a design criterion of rate compatible turbo codes by analyzing the PEP and propose a design guideline of turbo codes to achieve both full diversity and increasing coding gain.

Upon decoding at the destination in the DDF cooperation, the receiver has to estimate the precise timing of when the cooperation phase has been started since the destination does not generally know a priori knowledge of relay’s decision. In [18], generalized likelihood ratio test (GLRT) rule has been proposed to estimate this timing, which jointly decodes the relay decision time and the information. In this paper, we focus on a design of a power detector for the dynamic coded cooperation since the power detector is often used in mobile devices to simply detect existences of other devices or systems especially in cognitive radio networks [3].

Finally, we investigate the impact of process delay due to cognitive processing at the relay, which has not been considered in the literature even though this effect cannot be avoided in practice. Existence of processing delay hinders the relay from immediately transmitting its cooperating signals even if it decodes the information correctly. Thus, this process delay may affect the overall performance of the dynamic coded cooperation. To overcome this issue, a simple null padding is proposed.

This paper is organized as follows. In Section II, we briefly describe the system model assumed in this paper. The design of turbo codes for the dynamic coded cooperation is described in Section III. In Section IV, the performance of a simple power detector at the destination is investigated to estimate the duration of listening phase for decoding the information at the destination. In Section V, computer simulations are performed to exemplify the analytical results and investigate the performance of dynamic coded cooperation in practical scenarios. Finally, Section VI concludes this work.
II. SYSTEM MODEL

In this paper, we consider a network consisting of three terminals denoted as source (s), relay (r), and destination (d). Each terminal is equipped with a single antenna and the relay is subject to the half-duplex constraint. Thus, we assume that while listening to the channel, the relay may not transmit. We also assume that the source transmits a codeword of symbol length \( n \). In [12], it is proposed that the relay listens during first \( n_1 \) symbol length of the codeword and then transmits a part of the codeword of symbol length \( n - n_1 \). In this paper, we consider the process delay at the relay mainly due to the decoding, which cannot be avoided in practice. We therefore assume that the relay is unable to immediately transmit cooperating signals upon the partial reception of source transmission even if the relay decodes the information correctly. Hence, we consider the model that the relay requires \( \Delta n \) symbol duration to perform the decoding and cannot transmit signals during this duration as illustrated in Fig. 2. Consequently, the relay listens during \( n_1 \) symbol length (listening phase) and transmits a part of the codeword of symbol length \( n - n_1 - \Delta n = n - n'_1 \) (cooperation phase).

Let the transmitted signals from the source terminal be denoted by \( \mathbf{x}_s = [x_s(1), x_s(2), \ldots, x_s(n)] \). Each element of \( \mathbf{x}_s \) is assumed to be chosen from a set of \( M \)-level
phase shift keying (PSK) symbols. Thus,

\[ x_s(i) = e^{j\phi_i}, \]

where \( i = 1, \cdots, n \) and \( \phi_i \in \{2\pi l/M | l = 0, 1, \cdots, M - 1\} \). Without loss of generality, we assume that all transmit antennas have unit average power during their respective transmission phases. The received signals at the destination and the relay terminals are denoted by \( y_{sd} = [y_{sd}(1), y_{sd}(2), \cdots, y_{sd}(n_1)] \) and \( y_{sr} = [y_{sr}(1), y_{sr}(2), \cdots, y_{sr}(n_1)] \), respectively. Then during the listening phase, the \( i \)th received signals are given by

\[
\begin{align*}
y_{sd}(i) &= h_{sd}\sqrt{g_{sd}}x_s(i) + z_d(i) \\
y_{sr}(i) &= h_{sr}\sqrt{g_{sr}}x_s(i) + z_r(i),
\end{align*}
\]

where \( z_d(i) \) and \( z_r(i) \) are independent complex additive white Gaussian noise (AWGN) with variance \( \sigma^2 \), \( g_{sd} \) and \( g_{sr} \) are the corresponding path-loss coefficients, and \( h_{sd} \) and \( h_{sr} \) are the corresponding complex fading coefficients, assumed to be constant during transmission of each codeword. All the fading coefficients are assumed to be uncorrelated and circularly-symmetric complex Gaussian random variables with zero mean and unit variance. During the cooperation phase, i.e., \( n_1' + 1 \leq i \leq n \), the relay transmits \( M \)-PSK signals denoted by \( x_r = [x_r(n_1' + 1), x_r(n_1' + 2), \cdots, x_r(n)] \), if and only if the relay successfully decodes the information in listening phase. Then, we have

\[
y_c(i) = h_{sd}\sqrt{g_{sd}}x_s(i) + h_{rd}\sqrt{g_{rd}}x_r(i) + z_d(i),
\]

where \( y_c = [y_c(n_1' + 1), y_c(n_1' + 2), \cdots, y_c(n)] \) is the received signals at the relay, \( g_{rd} \) is the path-loss coefficient between the relay and destination, and \( h_{rd} \) is the corresponding complex fading coefficient. We further assume that the channel state information (CSI) is available only at the receiver side; both \( h_{sd} \) and \( h_{sr} \) are known at the destination but only \( h_{sr} \) is known at the relay.

For simplicity, we assume that the average receive signal to noise ratio (SNR) between the relay and destination \( \Gamma_{rd} \) is identical with that between the source and destination \( \Gamma_{sd} \) since we focus on the scenario where the relay is closely located to the source. Furthermore, in practice,
the nearby terminals are easier to cooperate than those located apart. Following [12], we model this proximity by introducing relative path-loss gain $G$ defined as

$$G = 10 \log_{10} \left[ \frac{g_{sr}}{g_{sd}} \right].$$

Thus, the SNR between the source and relay can be given as $\Gamma_{sr} = \Gamma_{sd} + G$ in dB. Without loss of generality, we restrict our interests to the case where $G \geq 0$ throughout the paper.

A. Protocol Description

1) Conventional Approaches: We here briefly explain two conventional cooperative approaches. In the case of DF cooperation with repetition coding, the source transmits the information to both the relay and destination (i.e., broadcasting) in the listening phase. The relay attempts to decode the information and, if it can correctly decode the information, the relay transmits the identical data frame to the destination in the cooperation phase. At the destination, two received frames are combined before decoding by using maximum ratio combining (MRC) to obtain diversity gain efficiently. Thus, in this approach, the bandwidth efficiency becomes half compared with the direct transmission without relay.

In the case of conventional coded cooperation [9, 11], the source transmits the coded information to both the relay and destination similar to DF cooperation. Then, the relay attempts to decode the information. In the cooperation phase, the relay transmits the additional redundant bits to the destination where its length is half compared with the original data frame [9]. Although the conventional coded cooperation can improve the bandwidth efficiency compared with DF cooperation with repetition coding, the bandwidth efficiency becomes lower than that of the simple direct transmission without relay.

2) Dynamic Coded Cooperation: In comparison with the conventional approaches, the dynamic coded cooperation, originally proposed in [12], does not decrease bandwidth efficiency. This cooperative protocol allows that the relay adjusts the cooperation phase based on the quality of the channel between the source and relay. In order to achieve this dynamic adaptation with a feasible channel code, we propose the use of rate compatible turbo codes [20]. Rate compatible turbo codes can be simply constructed by eliminating specific redundant bits of the codeword of original binary turbo codes (which is referred to as a mother code in this paper) with rate $R$. 
Since the original turbo code is a systematic code, the codeword can be divided into information bits and redundancy bits. Prior to the cooperative transmission, the source should choose its own coding rate $R_c > R$ by puncturing parity bits and punctured parity bits are assigned to the relay similar to the conventional coded cooperation scheme [11]. Then, coded bits transmitted from the source are arranged in a decreasing order of coding rate similar to incremental redundancy. Therefore, information bits are placed in the head of the frame.

Based on this frame model, we describe our feasible diversity enhancement protocol. If the channel $h_{sr}$ is sufficiently good, the relay adjusts the length of listening phase $n_1$ to the length of information bits $k$. After receiving $k$ information bits, the relay reencodes the information sequence and transmits to the destination during $n - k - \Delta n$ transmissions. On the other hand, if the channel $h_{sr}$ is moderately good, the relay adjusts $n_1$ to the codeword length as shown in Fig. 2. The coding rate between the source and relay $R_s$ and the Resultant coding rate can be defined by the actual value of $n_1$. After receiving the punctured codeword, the relay decodes the information. Finally, the relay would transmit the parity bits punctured from the original codeword in $n - n_1'$ transmissions.

Compared with the conventional fixed-rate coded cooperation, this adaptive rate control can decrease the probability that the relay does not successfully decode the information and thus might improve the overall performance. However, in practice, it is infeasible that the relay attempts to decode the information every time it receives one symbol. Thus, the fractional reception of the codeword is considered. We assume that the redundant bits allocated to the source are divided into $K$ fractions. Then $n_1$ can be chosen by

$$n_1 = k + n_b \times l,$$

where $l = 0, 1, \cdots, K - 1$ and

$$n_b = \frac{n - k}{K}.$$

If the integer $l$ equals $K$, the relay does not cooperate, resulting in a conventional single transmission. This fractional reception mitigates the difficulty of estimating $n_1'$ at the receiver even by using the simple power detection as will be discussed in Section IV.
Also, we assume that the relay continues to receive and store the symbols of the next fraction even if the relay is in the state of decoding process. This parallel signal processing can be performed by using a buffer memory holding outputs of the matched filter at every Nyquist interval.

Finally, we further assume that the effect of clock and carrier synchronization errors are negligible for simplicity. Thus, the three terminals are perfectly synchronized at the symbol level.

III. Code Design of Dynamic Coded Cooperation

In this section, we derive the PEP of rate compatible turbo code based on the aforementioned model and investigate the coding design that can achieve the full diversity gain in dynamic coded cooperation. We elucidate the necessity of using multiple turbo codes for enhancing the probability of cooperation.

A. Pairwise Error Probability

In the cooperation phase, the received signal $y_c(i)$ is given by the superposition of signals from source and relay as shown in (4). Exact theoretical performance analysis of the dynamic coded cooperation for a given specific code is challenging and beyond the scope of this paper. Nevertheless, the performance becomes analytically tractable if we ignore the mutual correlation between the source and relay. Therefore, we assume that the source and relay use orthogonal channels only for the purpose of subsequent analysis. This optimistic assumption guarantees that the interference between $x_s$ and $x_r$ does not occur in cooperation phase. Consequently, the resulting performance serves as a lower bound of the performance achieved by our proposed dynamic coded cooperation. Furthermore, for simplicity, we consider the case where the relay always decodes the information correctly by receiving only $k$ information bits. Although the lower bound with these ideal assumptions turns out to be considerably loose, it still provides a useful analytical guideline on how to obtain full diversity gain by allocating a portion of a codeword to the relay in both dynamic and conventional turbo coded cooperation, which has not been investigated in the literature [9, 11].
Assuming orthogonal source and relay channels, the PEP for a coded system is the probability of detecting an erroneous codeword $e$ when codeword $c$ is transmitted and can be bounded, for high SNR, by [11]

$$\Pr(c \rightarrow e) \leq \frac{1}{2} \left( \frac{1}{1 + w_1 \Gamma_{sd}} \right) \left( \frac{1}{1 + w_2 \Gamma_{rd}} \right), \quad (8)$$

where $w_1$ and $w_2$ are the Hamming weights of the codewords transmitted by source and relay, respectively.

### B. Design of Rate Compatible Turbo Code in Full Diversity Criterion

Based on the previous observation, the design of rate compatible turbo code for the proposed approach is described here. From (8), the full diversity order of two is achieved if and only if both $w_1$ and $w_2$ are non-zero. This full-diversity condition is critical for the design of the additional parity bits allocated to the relay (i.e., puncturing matrix).

Without loss of generality, we here consider the original turbo code, which consists of two recursive systematic convolutional (RSC) encoders. Specifically, the coding rate of the mother code is assumed to be $R = 1/3$ and the coding rate after puncturing, $R_c$, is assumed to be half in the following. Then, for a given error event, let $d_I$, $d_1$, and $d_2$ indicate the Hamming weights of information bits, parity bits from the first RSC encoder, and parity bits from the second RSC encoder, respectively. In the dynamic coded cooperation, information bits are always transmitted
by the source. Thus, for using any puncturing pattern, \( w_1 \) in (8) satisfies the following inequality:

\[
    w_1 \geq d_I \geq 2, \tag{9}
\]

since the RSC component encoders have the minimum error event with the minimum information weight 2 [20]. Consequently, in order to achieve the full diversity, the following condition should be satisfied.

**Full Diversity Condition:** Consider the pairwise error event that an erroneous codeword \( e \) is chosen at the decoder instead of a correct codeword \( c \), and let \( w_2 \) indicate the Hamming weight transmitted by relay as in (8). Then, if \( w_2 \) becomes non-zero, the dynamic coded cooperation can achieve the full diversity.

By inspection of this full diversity condition, the event of the codeword with \( w_2 = 0 \) corresponds to the loss in terms of diversity order. Thus, in the following, the occurrence of the event \( w_2 = 0 \) is analyzed for given puncturing patterns. Two types of commonly used puncturing patterns are considered in this paper, i.e., conventional puncturing and componentwise puncturing as depicted in Fig. 3. With the conventional puncturing, the source would transmit the information bits and the redundant bits of both first and second encoders by turns. On the other hand, with the componentwise puncturing the source would transmit the information bits and redundant bits generated by the first component encoder. The relay would transmit the residual bits in both cases.

1) **Conventional Puncturing:** Let \( N \) denote the path length of the arbitrary error event and \( m_1 \) denote the minimum weight generated by the first RSC encoder. Then, assuming the uniform interleaver [21], we may obtain the asymptotic bound of the probability that \( w_2 \) is zero as

\[
    \Pr(w_2 = 0) \leq \frac{1}{N(N - m_1)} \sum_{d_1 = m_1}^{N} \sum_{d_2 = 0}^{N} \left( \frac{N}{d_1} \right) \left( \frac{N}{d_2} \right), \tag{10}
\]

for even \( N \) and

\[
    \Pr(w_2 = 0) \leq \frac{1}{N(N - m_1)} \sum_{d_1 = m_1}^{N} \sum_{d_2 = 0}^{N} \left( \frac{N+1}{d_1} \right) \left( \frac{N+1}{d_2} \right) + \left( \frac{N+1}{d_1} \right) \left( \frac{N+1}{d_2} \right), \tag{11}
\]

for odd \( N \). Obviously, the upper bound of \( \Pr(w_2 = 0) \) cannot be made zero for moderate length of \( N \). Therefore, conventional puncturing cannot guarantee the full diversity gain even if all assigned bits are transmitted by the relay.
2) Componentwise Puncturing: When the componentwise puncturing is used, we have $w_1 = d_1 + d_1$ and $w_2 = d_2$. Therefore, in this case, the full diversity of order two can be achieved.

However, considering the process delay defined in Section II-A, the relay cannot transmit the entire codeword generated by the second component encoder and thus the full diversity condition is not necessarily guaranteed. Therefore, in this case, the dynamic coded cooperation may degrade achievable diversity gain even with a small process delay. A simple countermeasure to avoid this impairment is padding $\Delta n$ null symbols into the position after information bits in the source’s frame. Although this approach leads to a slight loss of bandwidth efficiency, it can be made negligibly small compared to the increase of bandwidth efficiency achieved by the dynamic coded cooperation. These issues will be analyzed quantitatively through numerical results in Section V.

C. Design of Rate Compatible Turbo Code in Coding Gain Criterion

The previous subsection shows that componentwise puncturing should be used to obtain the full diversity at the destination. At the relay, the frame is disturbed by only one channel coefficient and thus the coding gain dominates the decoding error performance. However, if componentwise puncturing and rate $1/3$ mother code with two component RSC codes are assumed, iterative decoding cannot be performed at the relay since the source does not transmit the redundant bits generated by the second RSC. Therefore, the coding gain becomes relatively small and the efficient performance improvement cannot be achieved in the dynamic coded cooperation.

Thus, in order to overcome this design issue, we propose a use of multiple turbo codes [22] to improve the performance between the source and relay. Direct application of multiple turbo codes, however, results in coding rate lower than 1/3 and thus reduces the transmission rate (or bandwidth efficiency). To overcome this, we further propose the use of conventional puncturing applied at the source transmission as shown in Fig. 4. This operation does not reduce the diversity order at the destination since the source always transmits all the information sequence and thus (9) still holds. Consequently, even if the coding rate of the mother code is set to be $R = 1/4$, the resulting coding rate after conventional puncturing is $R_c = 1/2$. 
D. Receiver Structure

The receiver configuration and its decoding process for the proposed dynamic coded co-operation are described here. For powerful class of channel code such as turbo codes, the decoder typically employs the iterative a posterior probability (APP) algorithm. The APP decoder generates a hard decision and soft output in the form of APP on the basis of the received sequence. It computes the log-likelihood ratio

$$\Lambda(u_t|Y) = \log \left( \frac{\Pr(u_t = 1|Y, h_{sd}, h_{rd})}{\Pr(u_t = 0|Y, h_{sd}, h_{rd})} \right),$$

for all $t$, where $t$ denotes the ordering of the information, $u_t$ is the information bit, and $Y$ indicates the sequence of the detector outputs. Finally, a hard decision $\hat{u}_t$ is made by

$$\hat{u}_t = \begin{cases} 0, & \text{if } \Lambda(u_t|Y) \leq 0 \\ 1, & \text{else} \end{cases}.$$ 

Metric calculations and decoding at the relay are given similar to the operations of the destination. Thus, we only describe the procedures at the destination in the following. Decoding at the destination can be performed easily since this channel can be considered as a simple single-input single-output (SISO) or multiple-input single-output (MISO) channel. The receiver structure is depicted in Fig. 5. After receiving the signals, power detector detects the length
of $n'_{1}$ [12]. Then, corresponding bit metrics are calculated by using SISO and MISO detectors based on the knowledge of $n'_{1}$. During the listening phase, the metric for the $i$th received signal denoted by (2) is given by

$$\lambda(t, x_s(i)) = \exp\left(-\frac{|y_{sd}(i) - h_{sd}x_s(i)|^2}{2\sigma^2}\right),$$  \hfill (14)$$

where $| \cdot |$ denotes a magnitude of a complex number.

During the cooperation phase, the received signal can be written by (4) and thus the metric for the $i$th received signal $y_{c}(i)$ and transmitted signal $x_{s}(i)$ is given by

$$\lambda(t, x_s(i)) = \mathbb{E}_{x_r(i)} \left[ \exp\left(-\frac{|y_{c}(i) - h_{sd}x_s(i) - h_{rd}x_r(i)|^2}{2\sigma^2}\right)\right],$$  \hfill (15)$$

where $\mathbb{E}[\cdot]$ indicates the expectation, and that for $x_r(i)$ is given by

$$\lambda(t, x_r(i)) = \mathbb{E}_{x_s(i)} \left[ \exp\left(-\frac{|y_{c}(i) - h_{sd}x_s(i) - h_{rd}x_r(i)|^2}{2\sigma^2}\right)\right].$$  \hfill (16)$$

After the metrics calculations, the decoder attempts to decode the information based on iterative decoding fashion. Overall decoder process at the destination is illustrated in Fig. 6, where $\pi_{ij}$ indicates the permutation of the time-ordering from $i$th decoder to $j$th decoder. Note that the probabilities in the operation of the expectation in the above equations may be calculated by
Fig. 6. Block diagram of a decoder for the proposed method where $\pi_{ij}$ indicates the permutation of time-ordering from $i$th decoder to $j$th decoder.

using extrinsic information. Also, the decision feedback approach such as BICM-ID may further improve the performance [23]. However, these outer iteration approaches increase the complexity of decoder noticeably. In the following, uniform probability is assumed in the calculation of expectation. Thus, extrinsic information generated by the decoders is not passed to the detector.

IV. DESIGN OF POWER DETECTOR FOR DYNAMIC CODED COOPERATION

In dynamic coded cooperation, the relay can dynamically choose its own coding rate, i.e., $n_1'$, by being aware of its own receiving channel quality. Therefore, the destination also should cognize (i.e., estimate) the duration of listening phase chosen by the relay. In this section, the estimation method of $n_1'$ is studied based on the simple power detector, which is often used in cognitive radio networks to detect existences of other devices or systems [3]. Note that we omit the effect of the process delay $\Delta n$, i.e., $\Delta n = 0$, in this section for simplicity of notation.

A. Derivation of Probability Density Function of Power Detector Output

The power detector should detect whether the relay is in the cooperation phase or not for each $n_b$ received symbols (i.e., one fraction). The power detector outputs the summation of the power of $n_b$ received signals. Design of an optimal power detector requires a knowledge of its
statistical property. Therefore, in what follows, we derive the probability density function (pdf) of power detector outputs.

1) Probability Density Function (PDF) of Power Detector Output in Listening Phase: The received signal in the listening phase is given by (2). Then, the \( l \)th output of power detector from the \( l \)th received fraction is written as
\[
Y(l) = \sum_{i=k+1+n_bl}^{k+n_bl(l+1)} |y_{sd}(i)|^2.
\]
(17)

Also, the total power of \( n_b \) transmitted signals \( q_1(l) \) in the \( l \)th fraction is given by
\[
q_1(l) = \sum_{i=k+1+n_bl}^{k+n_bl(l+1)} |h_{sd}x_s(i)|^2
= n_b|h_{sd}|^2.
\]
(18)

Then, the pdf of \( Y \) is given by the noncentral chi-square pdf [24]. Dropping the time index \( l \), the pdf can be given by
\[
p(Y|q_1) = \frac{1}{2\sigma^2} \left( \frac{Y}{q_1} \right)^{(n_b-1)/2} e^{-q_1/2\sigma^2} I_{n_b-1} \left( \sqrt{Yq_1} \frac{1}{\sigma^2} \right),
\]
(19)
where \( I_m(x) \) is the \( m \)-th order modified Bessel function of the first kind.

2) Probability Density Function (PDF) of Power Detector Output in Cooperation Phase: The received signal in the cooperation phase is given by (4). Then, the \( l \)th output of the power detector from the \( l \)th received fraction is given by
\[
Y(l) = \sum_{i=k+1+n_bl}^{k+n_bl(l+1)} |y_c(i)|^2.
\]
(20)

Let \( q_2(l) \) denote the total power of \( n_b \) superposed signals received from the source and the relay given by
\[
q_2(l) = \sum_{i=k+1+n_bl}^{k+n_bl(l+1)} |h_{sd}x_s(i) + h_{rd}x_r(i)|^2.
\]
(21)

Without loss of generality, we hereafter drop the time index \( l \). Then, if the knowledge of \( q_2 \) is available at the destination, the exact pdf of \( Y \) in the cooperation phase can be simply derived by replacing \( q_1 \) with \( q_2 \) in (19). However, it is infeasible to obtain the knowledge of \( q_2 \) in practice since it depends on the two transmitted sequences. Thus, we utilize the following approximation:
\[
q_2 \approx n_b(|h_{sd}|^2 + |h_{rd}|^2).
\]
(22)
Consequently, the pdf in the cooperation phase is approximately written as
\[ p(Y|q_2) = \frac{1}{2\sigma^2} \left( \frac{Y}{q_2} \right)^{\left( \frac{n_b-1}{2} \right)} e^{-\frac{(q_2+Y)}{2\sigma^2}} I_{n_b-1} \left( \sqrt{\frac{Y q_2}{\sigma^2}} \right). \]  

(23)

**B. Derivation of Decision Metric for Power Detector**

Based on the pdfs derived in the previous subsection, the power detector can decide whether the relay is in the cooperation phase or not. We here derive the simple and practical decision metric for the power detector. The log-likelihood ratio of two situations is given by
\[ \Lambda(Y) \triangleq \log \left[ \frac{p(Y|q_1)}{p(Y|q_2)} \right] \overset{q_1 \gg q_2}{\approx} 0. \]

(24)

From (19) and (23), the log-likelihood ratio can be rewritten as
\[ \log \left[ \frac{I_{n_b-1}(\sqrt{\frac{Y q_1}{\sigma^2}})}{I_{n_b-1}(\sqrt{\frac{Y q_2}{\sigma^2}})} \right] \overset{q_1 \gg q_2}{\approx} \frac{q_1 - q_2}{2\sigma^2} - (n_b - 1) \log \left( \frac{q_2}{q_1} \right). \]

(25)

Unfortunately, direct calculation of (25) may be complex, since the calculation of the Bessel function is necessary. Therefore, we utilize an exponent-form approximation of the Bessel function as
\[ I_m(x) \approx \frac{1}{\sqrt{2\pi x}} \exp(x). \]

(26)

The above approximation may become accurate for \( x \gg m \) [25]. Note that this condition holds unless \( q_2 \) is infinitesimally small. However, once the magnitude of both channel coefficients in \( q_2 \) is approximately zero, the decoder cannot decode the information even if the power detector correctly detects the relay’s transmission. Thus, we restrict our attention to the case where the above condition holds. Then, substituting above approximation with the Bessel functions in (25) and with some manipulations that do not affect the decision, the log-likelihood ratio can be expressed as
\[ Y \overset{q_2 \gg q_1}{\approx} \left\{ \frac{\sqrt{q_1} + \sqrt{q_2}}{2} - \frac{\sigma^2(n_b - 1/2)}{(\sqrt{q_1} - \sqrt{q_2})} \log \left( \frac{q_2}{q_1} \right) \right\}^2. \]

(27)

By using (27), the destination can be aware of the duration of the listening phase. For simplicity of the receiver circuit at the destination, we assume that once the power detector decides that the current fraction is in the cooperation phase, the power detector does not perform the detection of \( n'_1 \) for subsequent fractions.
C. Performance Analysis of The Proposed Power Detector

Based on the above decision metric, we analyze the asymptotic error probability of the proposed power detector to show that its performance depends on the length of fraction $n_b$ and thus the fractional reception mitigates the difficulty of the cognition of $n_1'$ at the destination. To calculate the error probability, the cumulative density function (cdf) of the noncentral chi-square pdf is required, which can be expressed in terms of the generalized Marcum-Q function [24]:

$$Q_m(a, b) = \int_{b}^{\infty} x \left(\frac{x}{a}\right)^{m-1} e^{-\left(x^2+a^2\right)/2} I_{m-1}(ax)dx,$$

where $m > 0$ and $0 < a, b < \infty$.

Then, the error probability of the power detector is given by

$$P_b = \frac{1}{2} \left\{ 1 + Q_{n_b} \left( \frac{\sqrt{q_1}}{\sigma}, \beta \right) - Q_{n_b} \left( \frac{\sqrt{q_2}}{\sigma}, \beta \right) \right\},$$

where

$$\beta \triangleq \frac{\sqrt{q_1} + \sqrt{q_2}}{2\sigma} - \frac{\sigma(n_b - 1/2)}{(\sqrt{q_1} - \sqrt{q_2})} \log \sqrt{\frac{q_2}{q_1}}. \quad (30)$$

Note that the above equation does not express the exact error probability of the power detector since the pdf corresponding to the cooperation phase is not exact. Also, unfortunately, it is difficult to perform further simplification of (29) and thus we consider its asymptotic behavior in high SNR region. Generalized Marcum-Q function has the following properties:

$$Q_m(a, \infty) = 0,$$

where $0 < a < \infty$ and

$$Q_m(\infty, b) = 1,$$

where $0 < b < \infty$. Thus, the difference between the first and second arguments of Marcum-Q function defines the value of convergence. In sufficiently high SNR region, the second term of $\beta$ in (30) may converge with zero. Thus, we utilize the following approximation as

$$\beta \approx \frac{\sqrt{q_1} + \sqrt{q_2}}{2\sigma}. \quad (33)$$
Then, the difference between the first and second arguments of the former Marcum-Q function in (29) can be given by

\[
\frac{\sqrt{q_1}}{\sigma} - \beta \approx \frac{1}{2\sigma}(\sqrt{q_1} - \sqrt{q_2})
\]

\[\approx \frac{n_b}{2\sigma} \left\{ |h_{sd}| - \sqrt{|h_{sd}|^2 + |h_{rd}|^2} \right\} < 0. \tag{34}
\]

On the other hand, the difference between the first and second arguments of the latter Marcum-Q function in (29) can be also given by

\[
\frac{\sqrt{q_2}}{\sigma} - \beta \approx \frac{1}{2\sigma}(\sqrt{q_2} - \sqrt{q_1})
\]

\[= \frac{n_b}{2\sigma} \left\{ \sqrt{|h_{sd}|^2 + |h_{rd}|^2} - |h_{sd}| \right\} > 0. \tag{36}
\]

Hence, the former Marcum-Q function in (29) will converge with zero and the latter will converge with one. Consequently, the error probability of the power detector should converge with zero for high SNR. Moreover, these differences are proportional to the length of the fraction \(n_b\). This means that the convergence rate of Marcum-Q functions may depend on \(n_b\) and thus the error probability of the power detector also depends on the length of the fraction \(n_b\), i.e., the number of fractions \(K\). Therefore, increasing the length of the fraction \(n_b\) (i.e., decreasing the number of the fractions \(K\)) decreases the probability of inaccurate cognition of \(n_1'\) at the destination whereas the number of selectable coding rate at the relay is also decreased.

V. NUMERICAL RESULTS

In this section, we show some numerical results to justify the code design for the proposed cooperation and demonstrate the performance of the proposed approach with the simple power detector in practical scenarios.

A. Effect of Code Design on Achievable Diversity Order

We start with the comparison between the conventional and component puncturing in order to justify the analysis in Section III-B. The coding rate of the mother code is 1/3, the component code is the rate 1/2 RSC code \((37, 21)\) in octal form, and the random interleaver is assumed. The number of iteration is 10 and the information size is 3 992 bits. Also, quadrature phase shift keying (QPSK) is used for simulations, i.e., \(M = 4\), in the rest of the paper. The coding rate...
of the source is chosen as half and thus the length of the frame is 4000 symbols (8000 bits) because of 8 trellis termination bits. Therefore, additional redundant bits transmitted by the relay is 2000 symbols (4000 bits). We emphasize that the purpose of this subsection is to confirm the validity of full diversity condition developed in Section III-B. Therefore, only in this subsection, we assume that the source and relay use separate (i.e., orthogonal) channels. Also for the above reason, the error-free transmission is assumed between the source and the relay and the effect of process delay is not considered here (i.e., $\Delta n = 0$).

Figure 7 shows the frame error rate (FER) performance of componentwise puncturing, conventional puncturing, and single transmission with the rate half turbo code. As observed, the conventional puncturing cannot achieve full diversity order of two even though the performance is improved compared with the single transmission. This is due to the fact that the conventional puncturing has some error events with incomplete diversity as shown in Section III-B. As a
result, the performance of the componentwise puncturing is superior to that of conventional puncturing since the former puncturing always achieves full diversity.

B. Performance of the Dynamic Coded Cooperation

We here show the performance of the dynamic coded cooperation with perfect knowledge of $n'_1$ by comparing with conventional DF cooperation. Following [12, 16], we here define the average receive SNR at the destination for the proposed approach as

$$\tilde{\Gamma} = (2 - \frac{n'_1}{n})\Gamma_{sd},$$

(38)

where $\tilde{n}'_1$ denotes the average cooperation level averaged over the ensemble of channel realizations. Most of the parameters are identical with those in the previous subsection whereas the coding rate of the mother code is assumed to be $1/4$ and the information size is 3988 bits.
Also, the coding rate of the source is chosen as half and thus the length of the frame is 4000 symbols (8000 bits) for the proposed approach because of 12 trellis termination bits. The number of fractions $K$ is given as 4 for dynamic coded cooperation. From this subsection we no longer assume an ideal separate channel model; and the same channel is shared by the source and relay as in [12]. However, the effect of process delay is still not considered here (i.e., $\Delta n = 0$). In order to evaluate the performance of the proposed approach, turbo coded single transmission and uncoded DF cooperation are considered as benchmarks. For a single transmission, the source transmits the rate half turbo coded information with conventional puncturing. Note that these approaches have identical bandwidth efficiency compared with the proposed approach.

Figure 8 shows the FER performance of single transmission, DF cooperation, and the proposed coded cooperation over the block Rayleigh fading channel. To investigate the effect of the proximity, relative path-loss gains, $G = 0$ dB and 5 dB, are considered. It is observed that both proposed coded cooperation and DF cooperation achieve the diversity order of two, i.e., full diversity, in high SNR region. Furthermore, the proposed coded cooperation improves about 6 dB at a FER of $5.0 \times 10^{-2}$ compared with the DF cooperation regardless of path-loss gain $G$. Moreover, it is worth mentioning that the proposed cooperation with $G = 5$ dB rapidly achieves the maximum gradient because of dynamic adaptation of adequate coding rate. Thus, the proposed coded cooperation can exploit the proximity of the relay without loss of bandwidth efficiency.

C. Performance Comparison with Conventional Coded Cooperation

We compare the performance of the dynamic coded cooperation with that of the conventional coded cooperation [9, 11]. Note that we do not use the conventional puncturing at the source for the dynamic coded cooperation in order to achieve the identical bandwidth efficiency compared with the conventional coded cooperation and thus $R_c = 1/3$. Also, the other parameters are identical with those in Section V-B.

Figure 9 shows the FER performances of single transmission, conventional coded cooperation, and the proposed dynamic coded cooperation in the case of $G = 0$ dB and 5 dB where $n_1'$ is assumed to be known at the destination. As observed, the performance gain of the proposed
cooperation is noticeable when all channels in the network have low average SNR. Specifically, when $G = 0$ dB, it is about 2 dB compared with the conventional coded cooperation at a FER of $1.0 \times 10^{-1}$. This significant performance improvement stems from the dynamic adaptation of the coding rate between the source and the relay and increased coding gain because of using multiple turbo code. This performance gap shows the advantage of using the proposed approach since it can be conjectured that the proposed approach can achieve the superior performance even with the low instantaneous SNR between the source and the relay.

D. The Effect of Cognition of $n'_1$

We consider the performance of dynamic coded cooperation with the effect of cognition of $n'_1$. Figure 10 shows the error probability of the power detector proposed in Section IV over
Rayleigh fading channel at SNR = 5 dB and 10 dB. Also, the probability of cooperation is shown in the figure, where parameters are assumed to be identical with those in Section V-B and thus the maximum number of symbols transmitted by the relay is 2000 symbols. As observed, by increasing the length of fraction $n_b$, the performance of the power detector is improved. Moreover, when $n_b$ is larger than about 500 symbols, the performance almost converges in both cases. On the other hand, the probability of the cooperation decreases as increasing $n_b$. This observation indicates that if larger $K$ is chosen, the relay can choose the arbitrary coding rate adequate to the instantaneous channel quality between the source and relay and thus this dynamic adaptation may improve the probability of the cooperation. This however leads to the performance degradation of the power detector since $K$ defines the length of the fraction $n_b$.

In Fig. 11, the FER performances of the dynamic coded cooperation with the power detector
are shown, where the parameters except for the number of fractions $K$ are assumed to be identical with those in Section V-B and the number of fractions is assumed to be $K = 2$, 4, and 8. Also, to investigate the effect of the proximity, relative path-loss gains, $G = 0$ dB and 5 dB, are considered. From the figure, the performance with $K = 4$ is always superior to that with the others. This observation may confirm the statements from Fig. 10 since the performance of the power detector almost converges when $n_b = 500$ symbols (i.e., $K = 4$) and also its corresponding probability of the cooperation is higher than that of $K = 2$ (i.e., $n_b = 1000$). Moreover, the performance of $K = 4$ is almost identical with that with the perfect knowledge of $n'_b$. Specifically, the required average receive SNR is about 15.5 dB at a FER of $1.0 \times 10^{-2}$ for both cases with $G = 5$ dB (see Fig. 8).

Interestingly, when $G = 5$ dB, the performance with $K = 2$ becomes superior to that with
\( K = 8 \) at about SNR= 15.5 dB whereas it cannot overcome the performance with \( K = 8 \) when \( G = 0 \) dB. This is caused by the performance improvement of the power detector in the region where the relay almost always cooperates. In the case of \( K = 8 \), the power detector cannot cognize the value of \( n'_1 \) precisely and this erroneous detection leads to the decoding error at the destination. On the other hand, in low SNR region, the performance of \( K = 8 \) is superior to that of \( K = 2 \) since the overall performance is dominated by the improvement in term of cooperation probability, rather than the degradation in terms of power detection capability.

Therefore, the number of fractions should be carefully chosen upon designing the dynamic coded cooperation with the power detector. If \( K \) is adequately chosen, dynamic coded cooperation with a simple power detector shows the beneficial performance.

### E. The Effect of Process Delay at Relay

Finally, we show the effect of process delay \( \Delta n \) to the overall performance of the dynamic coded cooperation. Without loss of generality, we here define process delay ratio (PDR) to the length of the fraction as

\[
PDR = \frac{\Delta n}{n_b} \times 100[\%].
\]

(39)

Figure 12 shows the FER performances of the proposed approach with PDR = 10, 20, 30, and 0% (i.e., ideal case), where \( G = 0 \) dB and 5 dB. The parameters except for the process delay are identical with those in Section V-B. Note that the ideal knowledge of \( n'_1 \) is assumed to be available at the destination for simplicity. Also, the number of fractions \( K \) is assumed to be 4. This comparison exemplifies that the FER performances with PDRs are noticeably degraded compared with the ideal case. Especially, the proposed approach even with a small PDR may reduce the diversity gain as observed in the figure since the proposed approach cannot transmit the entire codeword generated by the 3rd component encoder as mentioned in Section III-B. The performance labeled with null padding indicates the performance of the proposed approach with the simple null padding for \( G = 0 \) dB and 5 dB, where PDR = 20%. Obviously, the performance with the null padding can achieve the close-to-ideal performance. In this example, the loss of the bandwidth efficiency by using the null padding is only 2.5% compared with the ideal case whereas this loss becomes 33% if the conventional coded cooperation is used. Thus,
VI. CONCLUSIONS

In this paper, we have proposed the practical dynamic coded cooperation based on the information theoretic framework proposed in [12] to exploit the limited transmission opportunities in cognitive radio networks. We have derived the design criterion of the rate compatible turbo code for the proposed approach to obtain the full diversity gain and proposed the use of multiple turbo code to improve probability of the cooperation. Also, the design of the power detector for the dynamic coded cooperation has been studied to autonomously recognize the relay's cooperation. The numerical results have shown that the proposed power detector can achieve the acceptable performance without increase of receiver complexity. Moreover, we have revealed that

Fig. 12. FER performances of dynamic coded cooperation with the effect of process delay $\Delta n$, where $G = 0$ dB and 5 dB.

even considering the effect of the PDR, the noticeable advantage of the proposed cooperation can be observed.
the process delay seriously affected the diversity gain at the destination and proposed the null padding as its simple countermeasure. Simulation results show the advantage of our proposed approach in terms of FER and bandwidth efficiency even considering the process delay.
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